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Abstract

This paper studies the approximation error of ReLU networks in terms of the
number of intrinsic parameters (i.e., those depending on the target function f).
First, we prove by construction that, for any Lipschitz continuous function f on
[0,1]d with a Lipschitz constant λ > 0, a ReLU network with n + 2 intrinsic pa-
rameters can approximate f with an exponentially small error 5λ

√
d2−n measured

in the Lp-norm for p ∈ [1,∞). More generally for an arbitrary continuous func-
tion f on [0,1]d with a modulus of continuity ωf(⋅), the approximation error is

ωf(
√
d2−n) + 2−n+2ωf(

√
d). Next, we extend these two results from the Lp-norm

to the L∞-norm at a price of 3dn + 2 intrinsic parameters. Finally, by using a
high-precision binary representation and the bit extraction technique via a fixed
ReLU network independent of the target function, we design, theoretically, a ReLU
network with only three intrinsic parameters to approximate Hölder continuous
functions with an arbitrarily small error.

Key words: ReLU Neural Networks; Intrinsic Parameters; Approximation Error; Ex-
ponential Convergence; Transfer Learning.

1 Introduction

Deep learning has been a powerful tool in science and engineering. As the workhorses
of deep learning, deep neural networks are treated as an important regression tool in
many successful applications. Understanding the approximation capacity of deep neural
networks has become a key question for revealing the power of deep learning. One of the
fundamental problems is the characterization of the approximation error of deep neural
networks in terms of the network size measured in the width, the depth, the number of
neurons, or the number of parameters.

It was shown in [38, 42, 45, 48] that the approximation error O(n−2/d) is (nearly)
optimal for ReLU networks with O(n) parameters to approximate Lipschitz continuous
functions on [0,1]d. To gain better approximation errors, existing results either consider
smaller target function spaces (e.g., [3, 11, 15, 25, 29, 44, 47]) or introduce new activation
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functions (e.g., [39, 40, 41, 46]). This paper proposes a new perspective to study the
approximation error in terms of the number of parameters depending on the target
function, which are called the intrinsic parameters, excluding those independent of
the target function.

1.1 Main results

Let C([0,1]d) denote the space of continuous functions defined on [0,1]d. For
simplicity, let HW (d1, d2) denote the function space consisting of all ReLU networks
with W parameters mapping from Rd1 to Rd2 , i.e.,

HW (d1, d2) ∶= {g ∶ g ∶ Rd1 → Rd2 is realized by a ReLU network with W parameters}.

Let H(d1, d2) ∶= ⋃∞
W=1HW (d1, d2).

For any f ∈ C([0,1]d), our goal is to construct two f -independent functions φ1 ∈
H(d,1) and φ2 ∈ H(n,1), and use s ⋅ (φ2 ○φf ○φ1)+ b to approximate f , where s ∈ [0,∞),
b ∈ R, and φf ∈ Hn(1, n) are learned from f . Under these settings, an approximation

error ωf(
√
d2−n) + 2−n+2ωf(

√
d) is attained as shown in the theorem below, where the

modulus of continuity of a continuous function f ∈ C([0,1]d) is defined as

ωf(r) ∶= sup{∣f(x) − f(y)∣ ∶ ∥x − y∥2 ≤ r, x,y ∈ [0,1]d} for any r ≥ 0.

Theorem 1.1. Given any n ∈ N+ and p ∈ [1,∞), there exist φ1 ∈ H2dn+4(d,1) and
φ2 ∈ H2dn+5n(n,1) such that: For any f ∈ C([0,1]d), there exists a linear map L ∶ R→ Rn

satisfying

∥s ⋅ (φ2 ○L ○ φ1) + b − f∥Lp([0,1]d) ≤ ωf(
√
d2−n) + 2−n+2ωf(

√
d),

where s = 2ωf(
√
d), b = f(0)−ωf(

√
d), and L is a linear map given by L(t) = (a1t, a2t,⋯, ant)

with a1, a2,⋯, an ∈ [0, 1
3) determined by f and n.

In Theorem 1.1, s is a scale factor, b is the bias for a vertical shift, and a1, a2,⋯, an ∈
[0, 1

3) are the key intrinsic parameters storing most of information of f . Clearly, s ⋅ (φ2 ○
L ○ φ1) + b can be implemented by a ReLU network with n + 2 intrinsic parameters. We
call φ1 and φ2 inner-function and outer-function, respectively. They are independent
of the target function f and can be implemented by ReLU networks.

Note that the approximation error in Theorem 1.1 is characterized by the Lp-norm
for p ∈ [1,∞). In fact, we can extend such a result to a similar one measured in the
L∞-norm.

Theorem 1.2. Given any n ∈ N+, there exist φ1 ∈ H3d2dn+5(d,3d) and φ2 ∈ H3d2dn+8n(3dn,1)
such that: For any f ∈ C([0,1]d), there exists a linear map L ∶ R3d → R3dn satisfying

∥s ⋅ (φ2 ○L ○φ1) + b − f∥L∞([0,1]d) ≤ ωf(
√
d2−n) + 2−n+2ωf(

√
d),

where s = 2ωf(
√
d), b = f(0) − ωf(

√
d), and L is given by

L(x1,⋯, x3d) = (L0(x1),⋯,L0(x3d)) for any x = (x1,⋯, x3d) ∈ R3d ,

where L0 ∶ R → Rn is a linear map given by L0(t) = (a1t, a2t,⋯, ant) with a1, a2,⋯, an ∈
[0, 1

3) determined by f and n.

2



Simplifying the implicit approximation error in Theorem 1.1 (or 1.2) to make it
explicitly depending on n is challenging in general, since the modulus of continuity ωf(⋅)
may be complicated. However, if f is a Hölder continuous function on [0,1]d of order
α ∈ (0,1] with a Hölder constant λ > 0. That is, f satisfies

∣f(x) − f(y)∣ ≤ λ∥x − y∥α2 for any x,y ∈ [0,1]d,

implying ωf(r) ≤ λrα for any r ≥ 0. This means we can get an exponentially small
approximation error 5λdα/22−αn. In particular, in the special case of α = 1, i.e., f is a
Lipschitz continuous function with a Lipschitz constant λ > 0, then the approximation
error is simplified to 5λ

√
d2−n.

Though the linear map L in Theorem 1.2 is essentially determined by n key pa-
rameters a1, a2,⋯, an, these n key parameters are repeated 3d times in the final network
architecture as shown in Figure 3. Therefore, s ⋅ (φ2 ○ L ○ φ1) + b can be implemented
by a ReLU network with 3dn + 2 intrinsic parameters. Remark that we can reduce the
number of intrinsic parameters to n + 2 via using a fixed ReLU network to copy n key
parameters 3d times. The idea is similar to that of Theorem 1.3 introduced later.

Furthermore, the number of intrinsic parameters can be reduced to three in the case
of Hölder continuous functions. In fact, three intrinsic parameters are enough to achieve
an arbitrary pre-specified error if sufficiently high precision is provided, as shown in the
theorem below.

Theorem 1.3. Given any ε > 0, α ∈ (0,1], and λ > 0, there exists φ ∈ H(d + 1,1) such
that: For any Hölder continuous function f on [0,1]d of order α ∈ (0,1] with a Hölder
constant λ > 0, there exist three parameters s ∈ [0,∞), v ∈ [0,1), and b ∈ R satisfying

∣sφ(x, v) + b − f(x)∣ ≤ ε for any x ∈ [0,1]d.

In Theorem 1.3, s is a scale factor, b is the bias for a vertical shift, and v is the key
intrinsic parameter storing sufficient information of the target function f . Clearly, s, b,
and v are learned from f , while φ is independent of f . Let φ2 = φ, φ1 be the identity
map on Rd, and Lv ∶ Rd → Rd+1 be an affine linear transform mapping x to (x, v). Then
sφ(x, v) + b can also be represented as sφ2 ○Lv ○φ1(x) + b.

Remark that Theorem 1.3 is just a theoretical result since the key intrinsic parameter
“v” requires extremely high precision, which is necessary for storing the values of f at
sufficiently many points within a sufficiently small error. Via the idea of the binary
representation, we can extract the values of f stored in “v” via an f -independent ReLU
network (as a sub-network of the final network realizing φ in Theorem 1.3). In fact, there
is a balance between the precision requirement and the number of intrinsic parameters.
For example, if we store the values of f in two intrinsic parameters (not one), then the
precision requirement is greatly lessened.

1.2 Contributions and further interpretation

Our key contributions can be summarized as follows.

(i) First, we prove by construction in Theorem 1.1 that a ReLU network with n + 2
intrinsic parameters can approximate a continuous function f on [0,1]d with an
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error ωf(
√
d2−n)+2−n+2ωf(

√
d) measured in the Lp-norm for p ∈ [1,∞). In the case

of Hölder continuous functions, the approximation error is simplified to 5λdα/22−αn,
where α ∈ (0,1] and λ > 0 are the Hölder order and constant, respectively.

(ii) Next, we generalize the approximation error in Theorem 1.1 from the Lp-norm for
p ∈ [1,∞) to the L∞-norm, as shown in Theorem 1.2. Such an generalization is at a
price of more intrinsic parameters. To be precise, the final network in Theorem 1.2
has 3dn + 2 intrinsic parameters, compared to n + 2 ones in Theorem 1.1.

(iii) Finally, we show in Theorem 1.3 that the number of intrinsic parameters in The-
orems 1.1 and 1.2 can be further reduced to three in the case of Hölder continu-
ous functions. To be precise, ReLU networks with three intrinsic parameters can
achieve an arbitrary error for approximating Hölder continuous function on [0,1]d.
In this scenario, extremely high precision is required as we shall see later.

Approximation with inner-function and outer-function

The composition architecture φ2 ○L ○φ1 is the key part of the final ReLU-network-
realized function s ⋅ (φ2 ○ L ○ φ1) + b in Theorem 1.1 (or 1.2). Given a target function
f , the composition architecture φ2 ○ L ○ φ1 can be generalized to φout ○ φθ ○ φin, where
φθ an f -dependent function parameterized by θ = θ(f) ∈ Rn, and φin and φout are two
f -independent functions, called the inner-function and the outer-function, respectively.

Let Γn(d1, d2) denote a general space consisting of vector-valued functions mapping
from Rd1 to Rd2 and pamameterized with n parameters. Each element of Γn(d1, d2) can
be denoted by φθ ∶ Rd1 → Rd2 , parameterized with θ ∈ Rn. Existing literature uses
φθ ∈ Γn(d1, d2) with proper d1 and d2 to directly approximate the target function f in
a given function space. This paper proposes a new perspective to study the function
approximation for f ∶ [0,1]d → R. To be precise, we design an inner-function φin ∶ Rd →
Rd1 and an outer-function φout ∶ Rd2 → R, both of which are independent of f , and use
s ⋅ (φout ○φθ ○φin)+ b with φθ ∈ Γn(d1, d2) to approximate the target function f . Here, s
is a scale factor, b is the bias for a vertical shift, and θ ∈ Rn is the key parameter vector
learned from f .

In particular, let Γn denote the function of all functions realized by a ReLU network
with n parameters and a pre-specified architecture. It is proved in [38, 45] that, when
using elements in Γn to approximate Hölder continuous functions on [0,1]d, the (nearly)
optimal approximation error is O(λn−2α/d), where α ∈ (0,1] and λ > 0 are the Hölder
order and constant, respectively. Clearly, an error like O(λn−2α/d) suffers from the curse
of dimensionaltiy. However, with inner-function φin and outer-function φout in hand, we
can use s ⋅ (φout ○φθ ○φin)+ b with φθ ∈ Γn to approximate a Hölder continuous function
on [0,1]d with an exponentially small error 5λdα/22−αn, where α ∈ (0,1] and λ > 0 are the
Hölder order and constant, respectively. This means that the approximation error can
be greatly improved by pre-designing two (vector-valued) functions φin and φout, which
are independent of f and can be implemented by ReLU networks.
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Connection with transfer learning

Transfer learning dates back to 1970s [9, 10]. It is a research direction in machine
learning that applies knowledge gained in one problem to solve a different but related
problem. Typically in deep learning, transfer learning uses a pre-trained neural network
obtained for one task as an initial guess of the neural network for another task to achieve
a short training time. Our theory in this paper could provide insights into the success
of transfer learning using neural networks, though the setting of our theory is different
from realistic transfer learning. In our theory, φin and φout are universally useful for
all learning tasks for continuous functions, which can be understood as the part of
networks that can be transferred to different tasks. Suppose f1 and f2 are the target
functions for two different but related tasks. If f1 has been learned via an architecture
s1 ⋅ (φout ○φθ1 ○φin)+ b1, then we can “transfer” the knowledge (φout and φin) to another
task. This means that, by only learning s2, b2,θ2 from f2, we can use s2⋅(φout○φθ2○φin)+b2

to approximate f2 well. Therefore, the total number of parameters that need to be
learned again is not large. Our theory may provide a certain theoretical understanding
in the spirit of transfer learning from a network approximation perspective. To gain a
deeper understanding, one can refer to [6,22,26,27,32,34,35]. It would be interesting to
test the proposed network architecture in the context of transfer learning in the future.

Error analysis of deep learning

In supervised learning, an unknown target function f defined on a domain X is
learned through its finitely many samples {(xi, f(xi))}ni=1. For simplicity, denote φ(x;θ)
as a network-generated function with θ ∈ Θ as the set of parameters, where Θ is the
parameter domain typically taken as [−M,M]W for two pre-specified constants M > 0
and W ∈ N+. If φ(x;θ) is used to infer f(x) for unseen data samples x, then we need
to identify the empirical risk minimizer θS , which is given by

θS ∈ arg min
θ∈Θ

RS(θ), where RS(θ) ∶=
1

n

n

∑
i=1

`(φ(xi;θ), f(xi)) (1.1)

with a loss function typically taken as `(y, y′) = 1
2 ∣y − y′∣2.

In fact, the best network-generated function to infer f(x) is φ(x;θD), but not
φ(x;θS), where θD is the expected risk minimizer given by

θD ∈ arg min
θ∈Θ

RD(θ), where RD(θ) ∶= Ex∼U(X ) [`(φ(x;θ), f(x))] ,

where U is a unknown data distribution over X . The best possible inference error is
RD(θD). In real applications, U(X ) is unknown and only finitely many samples from
this distribution are available. Hence, the empirical risk RS(θ) is minimized, hoping
to obtain φ(x;θS), instead of minimizing the expected risk RD(θ) to obtain φ(x;θD).
In practice, a numerical optimization method to solve (1.1) may result in a numerical
solution (denoted as θN ) that may not be a global minimizer θS . Therefore, the actually
learned network-generated function to infer f(x) is φ(x;θN ) and the corresponding
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inference error is measured by RD(θN ), which is bounded by

RD(θN ) = [RD(θN ) −RS(θN )]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

GE

+ [RS(θN ) −RS(θS)]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

OE

+ [RS(θS) −RS(θD)]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

≤ 0 by (1.1)

+ [RS(θD) −RD(θD)]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

GE

+RD(θD)
´¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¶

AE

≤ RD(θD)
´¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¶

Approximation error (AE)

+ [RS(θN ) −RS(θS)]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Optimization error (OE)

+ [RD(θN ) −RS(θN )] + [RS(θD) −RD(θD)]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Generalization error (GE)

. (1.2)

The constructive approximation established in this paper and the literature provides an
upper bound ofRD(θD). The second term of (1.2) is bounded by the optimization error of
the numerical algorithm applied to solve the empirical risk minimization problem in (1.1).
If the numerical algorithm can find a global minimizer, the second term is equal to zero.
The theoretical guarantee of the convergence of an optimization algorithm to a global
minimizer θS and the characterization of the convergence belong to the optimization
analysis of neural networks. The study of the bounds for the third and fourth terms of
(1.2) is referred to as the generalization error analysis of neural networks.

Theorems 1.1, 1.2, and 1.3 provide upper bounds of RD(θD). These bounds only
depends on the number of intrinsic parameters of ReLU networks and the modulus of
continuity ωf(⋅). Hence, these bounds are independent of the empirical risk minimiza-
tion in (1.1) and the optimization algorithm used to compute the numerical solution
of (1.1). In other words, Theorems 1.1, 1.2, and 1.3 quantify the approximation power
of ReLU networks in terms of the nubmer of intrinsic parameters. Designing efficient
optimization algorithms and analyzing the generalization erre for ReLU networks are
two other separate future directions.

1.3 Related work

The expressiveness of deep neural networks has been studied extensively from many
perspectives, e.g., in terms of combinatorics [30], topology [7], Vapnik-Chervonenkis (VC)
dimension [5, 18, 36], fat-shattering dimension [1, 23], information theory [33], classical
approximation theory [2, 3, 8, 12, 13, 14, 16, 17, 20, 24, 25, 28, 31, 37, 38, 43, 44, 45, 48, 49],
etc. In the early works of approximation theory for neural networks, the universal
approximation theorem [14,19,20] without approximation errors showed that, given any
ε > 0, there exists a sufficiently large neural network approximating a target function
in a certain function space within an error ε. For one-hidden-layer neural networks and
sufficiently smooth functions, Barron [3, 4] showed an asymptotic approximation error
O( 1√

N
) in the L2-norm, leveraging an idea that is similar to Monte Carlo sampling for

high-dimensional integrals.
Recently, it is proved in [38, 45, 48] that the (nearly) optimal approximation error

would be O(n−2/d) when using ReLU networks with n parameters to approximate func-
tions in the unit ball of Lipschitz continuous function space. Clearly, such an error suffers
from the curse of dimensionality. To bridge this gap, one could either consider smaller
function spaces, e.g., smooth functions [25,47] and band-limited functions [29], or intro-
ducing new networks, e.g., Floor-ReLU networks [40], Floor-Exponential-Step (FLES)
networks [41], and (Sin, ReLU, 2x)-activated networks [21]. This paper proposes a new
perspective to characterize the approximation error in terms of the number of intrinsic
parameters. Such a method is inspired by an observation that most parameters of the
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ReLU network approximating a target function are independent of the target function.
Thus, most parameters can be assigned or computed in advance. As shown in Theo-
rem 1.1, we can first design an inner-function φ1 and an outer-function φ2, both of which
can be implemented by ReLU networks. Then, for any continuous function f ∈ C([0,1]d),
s ⋅ (φ2 ○ L ○ φ1) + b can approximate f with an error ωf(

√
d2−n) + 2−n+2ωf(

√
d) by the

following two steps: 1) determining s and b, 2) designing a linear map L defined by
L(t) = (a1t,⋯, ant), where a1,⋯, an are determined by the target function f . Therefore,
we overcome the curse of dimensionality in the sense of the approximation error char-
acterized by the number of intrinsic parameters when the variation of ωf(r) as r → 0 is
moderate (e.g., ωf(r) ≲ rα for Hölder continuous functions).

Organization: The rest of this paper is organized as follows. In Section 2, we
prove Theorems 1.1, 1.2, and 1.3 based on an auxiliary theorem, Theorem 2.1. Next, the
auxiliary theorem is proved in Section 3 based on Proposition 3.1, which is proved later
at the end of Section 3. Finally, Section 4 concludes this paper with a short discussion.

2 Constructive proof

In this section, we first list all notations used throughout this paper. Then, we prove
Theorems 1.1, 1.2, and 1.3 based on an auxiliary theorem, Theorem 2.1, which will be
proved in Section 3.

2.1 Notations

Firstly, let us summarize the main notations of this paper as follows.

• Let R, Q, and Z denote the set of real numbers, rational numbers, and integers,
respectively.

• Let N and N+ denote the set of natural numbers and positive natural numbers,
respectively. That is, N+ = {1,2,3,⋯} and N = N+⋃{0}.

• Vectors and matrices are denoted in a bold font. Standard vectorization is adopted
in the matrix and vector computation. For example, adding a scalar and a vector
means adding the scalar to each entry of the vector.

• For θ ∈ [0,1), suppose its binary representation is θ = ∑∞
`=1 θ`2

−` with θ` ∈ {0,1}, we
introduce a special notation bin0.θ1θ2⋯θL to denote the L-term binary represen-
tation of θ, i.e., bin0.θ1θ2⋯θL ∶=∑L

`=1 θ`2
−`.

• For any p ∈ [1,∞), the p-norm of a vector x = (x1, x2,⋯, xd) ∈ Rd is defined by

∥x∥p ∶= (∣x1∣p + ∣x2∣p +⋯ + ∣xd∣p)
1/p
.

• The expression “a network with width N and depth L” means

– The maximum width of this network for all hidden layers is no more than
N .
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– The number of hidden layers of this network is no more than L.

• Similar to “min” and “max”, let mid(x1, x2, x3) be the middle value of three inputs
x1, x2, and x3. For example, mid(2,1,3) = 2 and mid(3,2,3) = 3.

• Given any K ∈ N+ and δ ∈ (0, 1
K ], define a trifling region Ω([0,1]d,K, δ) of [0,1]d

as

Ω([0,1]d,K, δ) ∶=
d

⋃
i=1

{x = (x1, x2,⋯, xd) ∶ xi ∈ ∪K−1
k=1 ( kK − δ, kK )}. (2.1)

In particular, Ω([0,1]d,K, δ) = ∅ if K = 1. See Figure 1 for two examples of trifling
regions.

0.0 0.2 0.4 0.6 0.8 1.0

δ δ δ δ

Ω([0, 1]d, K, δ) for K = 5, d = 1

(a)

0.00 0.25 0.50 0.75 1.00
0.00

0.25

0.50

0.75

1.00

Ω([0, 1]d, K, δ) for K = 4, d = 2

(b)

Figure 1: Two examples of trifling regions. (a) K = 5, d = 1. (b) K = 4, d = 2.

• Given a univariate activation function σ, let us introduce the architecture of a
σ-activated network, i.e., a network with each hidden neuron activated by σ. To
be precise, a σ-activated network with a vector input x ∈ Rd, an output φ(x) ∈ R,
and L ∈ N+ hidden layers can be briefly described as follows:

x = h̃0
A0, b0
L0

h1
σ h̃1 ⋯ AL−1, bL−1

LL−1
hL

σ h̃L
AL, bL
LL

hL+1 = φ(x), (2.2)

where N0 = d ∈ N+, N1,N2,⋯,NL ∈ N+, NL+1 = 1, Ai ∈ RNi+1×Ni and bi ∈ RNi+1

are the weight matrix and the bias vector in the i-th affine linear transform Li,
respectively, i.e.,

hi+1 =Ai ⋅ h̃i + bi =∶ Li(h̃i) for i = 0,1,⋯, L

and
h̃i,j = σ(hi,j) for j = 1,2,⋯,Ni and i = 1,2,⋯, L.

Here, h̃i,j and hi,j are the j-th entry of h̃i and hi, respectively, for j = 1,2,⋯,Ni

and i = 1,2,⋯, L. If σ is applied to a vector entrywisely, i.e.,

σ(y) = (σ(y1),⋯, σ(yd)) for any y = (y1,⋯, yd) ∈ Rd,

then φ can be represented in a form of function compositions as follows:

φ(x) = LL ○ σ ○ ⋯ ○ σ ○L1 ○ σ ○L0(x) for any x ∈ Rd.

See Figure 2 for an example.
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Figure 2: An example of a σ-activated network with width 5 and depth 2.

2.2 Proof of Theorem 1.1

To prove Theorems 1.1 and 1.2, we introduce an auxiliary theorem below with a
similar result ignoring the approximation inside the trifling region.

Theorem 2.1. Given any n ∈ N+, there exist φ1 ∈ H2dn+4(d,1) and φ2 ∈ H2dn+5n(n,1)
such that: For any continuous function f ∶ [0,1]d → [0,1], there exists a linear map
L ∶ R→ Rn satisfying ∥φ2 ○L ○ φ1∥L∞(Rd) ≤ 1 and

∣φ2 ○L ○ φ1(x) − f(x)∣ ≤ ωf(
√
d2−n) + 2−n for any x ∈ [0,1]d/Ω([0,1]d,K, δ),

where K = 2n, δ is an arbitrary number in (0, 1
3K ], and L is given by L(t) = (a1t, a2t,⋯, ant).

Here, ai ∈ [0, 1
3) is determined by f and n, and 2mai ∈ N for i = 1,2,⋯, n, where m = 2dn+1.

The proof of Theorem 2.1 can be found later in Section 3. Let us first prove Theo-
rem 1.1 based on Theorem 2.1.

Proof of Theorem 1.1. We may assume f is not a constant function since it is a trivial
case. Then ωf(r) > 0 for any r > 0. Set s = 2ωf(

√
d) > 0 and b = f(0) − ωf(

√
d). Then,

by defining

f̃ ∶= f − b
s

= f − f(0) + ωf(
√
d)

2ωf(
√
d)

,

we have f̃(x) ∈ [0,1] for any x ∈ [0,1]d. By applying Theorem 2.1 to f̃ , there exist two
functions, φ1 ∶ Rd → R and φ2 ∶ Rn → R, both of which are independent of f and can be
implemented by ReLU networks with ≤ 2dn+4 and ≤ 2dn+5n parameters, respectively, and
a linear map L ∶ R→ Rn satisfying ∥φ2 ○L ○ φ1∥L∞(Rd) ≤ 1 and

∣φ2 ○L ○ φ1(x) − f̃(x)∣ ≤ ωf̃(
√
d2−n) + 2−n for any x ∈ [0,1]d/Ω([0,1]d,K, δ),

whereK = 2n, δ is an arbitrary number in (0, 1
3K ], and L is given by L(t) = (a1t, a2t,⋯, ant)

with a1, a2,⋯, an ∈ [0, 1
3) determined by f̃ and n. Since f̃ is derived from f , a1, a2,⋯, an

are essentially determined by f and n.
Then choose a small δ satisfying

dKδ2p ≤ 2−pn = (2−n)p.

9



Note that the Lebesgue measure of Ω([0,1]d,K, δ) is bounded by dKδ and

∣φ2 ○L ○ φ1(x) − f̃(x)∣ ≤ ∣φ2 ○L ○ φ1(x)∣ + ∣f̃(x)∣ ≤ 1 + 1 = 2 for any x ∈ [0,1]d.

Then, ∥φ2 ○L ○ φ1 − f̃∥pLp([0,1]d) is bounded by

∫
[0,1]d/Ω([0,1]d,K,δ)

∣φ2 ○L ○ φ1(x) − f̃(x)∣pdx + ∫
Ω([0,1]d,K,δ)

∣φ2 ○L ○ φ1(x) − f̃(x)∣pdx

≤ (ωf̃(
√
d2−n) + 2−n)p + dKδ2p ≤ (ωf̃(

√
d2−n) + 2−n)p + (2−n)p ≤ (ωf̃(

√
d2−n) + 2−n+1)p,

implying ∥φ2 ○ L ○ φ1 − f̃∥Lp([0,1]d) ≤ ωf̃(
√
d2−n) + 2−n+1. Note that ωf(r) = s ⋅ ωf̃(r) for

any r ≥ 0. Therefore, we have

∥s ⋅ (φ2 ○L ○ φ1) + b − f∥Lp([0,1]d) = ∥s ⋅ (φ2 ○L ○ φ1) + b − (s ⋅ f̃ + b)∥
Lp([0,1]d)

= s∥φ2 ○L ○ φ1 − f̃∥Lp([0,1]d) ≤ s ⋅ ωf̃(
√
d2−n) + 2−n+1s = ωf(

√
d2−n) + 2−n+2ωf(

√
d).

So we finish the proof.

2.3 Proof of Theorem 1.2

Next, let us prove Theorem 1.2. To this end, we need to introduce the following
lemma, which is actually Lemma 3.4 of [25] (or Lemma 3.11 of [48]).

Lemma 2.2 (Lemma 3.4 of [25]). Given any ε > 0, K ∈ N+, and δ ∈ (0, 1
3K ], assume

f ∈ C([0,1]d) and g ∶ Rd → R is a general function with

∣g(x) − f(x)∣ ≤ ε for any x ∈ [0,1]d/Ω([0,1]d,K, δ).

Then
∣φ(x) − f(x)∣ ≤ ε + d ⋅ ωf(δ) for any x ∈ [0,1]d,

where φ ∶= φd is defined by induction through

φi+1(x) ∶= mid(φi(x − δei+1), φi(x), φi(x + δei+1)) for i = 0,1,⋯, d − 1,

where φ0 = g and {ei}di=1 is the standard basis in Rd.

With Lemma 2.2 in hand, we are ready to present the proof of Theorem 1.2.

Proof of Theorem 1.2. We may assume f is not a constant function since it is a trivial
case. Then ωf(r) > 0 for any r > 0. Set s = 2ωf(

√
d) > 0 and b = f(0) − ωf(

√
d). Then,

by defining

f̃ ∶= f − b
s

= f − f(0) + ωf(
√
d)

2ωf(
√
d)

,

we have f̃(x) ∈ [0,1] for any x ∈ [0,1]d. By applying Theorem 2.1 to f̃ , there exist
two functions, ψ1,0 ∶ Rd → R and ψ2,0 ∶ Rn → R, both of which are independent of f̃ (or
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f) and can be implemented by ReLU networks with ≤ 2dn+4 and ≤ 2dn+5n parameters,
respectively, and a linear map La,0 ∶ R→ Rn satisfying ∥ψ0∥L∞(Rd) ≤ 1 and

∣ψ0(x) − f̃(x)∣ ≤ ωf̃(
√
d2−n) + 2−n =∶ ε for any x ∈ [0,1]d/Ω([0,1]d,K, δ),

where ψ0 ∶= ψ2,0 ○La,0 ○ψ1,0, K = 2n, δ is an arbitrary number in (0, 1
3K ], and La,0 is given

by La,0(t) = (a1t, a2t,⋯, ant) with a = (a1, a2,⋯, an) determined by f and n. Moreover,
ai ∈ [0, 1

3) and 2mai ∈ N for i = 1,2,⋯, n, where m = 2dn+1. 1○

Choose a small δ satisfying d ⋅ ωf̃(δ) ≤ 2−n. With ψ0 = ψ2,0 ○ La,0 ○ ψ1,0 in hand, we
can define ψ1,⋯, ψd by induction via

ψi+1(x) ∶= mid(ψi(x − δei+1), ψi(x), ψi(x + δei+1)) for i = 0,1,⋯, d − 1.

The detailed iterative equations for ψi ∶ Rd → R, ψ1,i ∶ Rd → R3i , La,i ∶ R3i → R3id, and
ψ2,i ∶ R3id → R, for i = 1,2,⋯, d, are listed as follows.

• ψi = ψ2,i ○La,i ○ψ1,i.

• ψ1,i(y) = (ψ1,i−1(y − δei), ψ1,i−1(y), ψ1,i−1(y + δei)) for any y ∈ Rd.

• La,i(y1,y2,y3) = (La,i−1(y1), La,i−1(y2), La,i−1(y3)) for any y1,y2,y3 ∈ R3i−1 .

• ψ2,i(y1,y2,y3) = mid(ψ2,i−1(y1), ψ2,i−1(y2), ψ2,i−1(y3)) for any y1,y2,y3 ∈ R3i−1d.

See the illustrations in Figure 3.
By Lemma 2.2, we have

∣φ(x) − f̃(x)∣ ≤ ε + d ⋅ ωf̃(δ) ≤ ωf̃(
√
d2−n) + 2−n+1 for any x ∈ [0,1]d,

where φ ∶= ψd = ψ2,d ○La,d ○ψ1,d. By defining L ∶= La,d, φ1 ∶= ψ1,d, and φ2 ∶= ψ2,d, we have

∣φ2 ○L ○φ1(x) − f̃(x)∣ ≤ ωf̃(
√
d2−n) + 2−n+1 for any x ∈ [0,1]d,

As shown in Figure 3, L ∶= La,d is a linear map from R3d to R3dn determined by a =
(a1, a2,⋯, an) ∈ [0, 1

3)n, which depends on f and n. Moreover, as shown in Figure 3,
φ1 ∶= ψ1,d and φ2 ∶= ψ2,d are independent of f and can be implemented by ReLU networks
with

≤ 3d(2dn+4) + 3d(d + 1)(3d−1 + 3d−2 +⋯ + 30) ≤ 3d2dn+5

and
≤ 3d(2dn+5n) + 280(3d−1 + 3d−2 +⋯ + 30) ≤ 3d2dn+8n 2○

parameters, respectively.
Note that ωf(r) = s ⋅ ωf̃(r) for any r ≥ 0. Therefore, we have

∥s ⋅ (φ2 ○L ○φ1) + b − f∥L∞([0,1]d) = ∥s ⋅ (φ2 ○L ○φ1) + b − (s ⋅ f̃ + b)∥
L∞([0,1]d)

= s∥φ2 ○L ○φ1 − f̃∥L∞([0,1]d) ≤ s ⋅ ωf̃(
√
d2−n) + 2−n+1s = ωf(

√
d2−n) + 2−n+2ωf(

√
d).

So we finish the proof.
1○This property will be used in the proof of Theorem 1.3.
2○As shown Lemma 3.1 of [25], “mid(⋅, ⋅, ⋅)” can be implemented by a ReLU network with width 14

and depth 2, which has ≤ (3 + 1) × 14 + (14 + 1) × 14 + (14 + 1) = 280 parameters.
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x

x

x− δe1

x

x+ δe1

ψ0(x− δe1)

ψ0(x)

ψ0(x+ δe1)

mid
(
ψ0(x− δe1), ψ0(x), ψ0(x+ δe1)

)
=: ψ1(x)

ψ1(x)

d 3d 3 3W 3 1

ψ1,0 La,0 ψ2,0

ψ1,0 La,0 ψ2,0

ψ1,0 La,0 ψ2,0

ψ1,1 La,1 ψ2,1

mid

(a) An illustration of the network architecture implementing ψ1 = ψ2,1 ○La,1 ○ψ1,1 based
on ψ0 = ψ2,0 ○La,0 ○ψ1,0. The top architecture is in detail, while the bottom one is just a
sketch of the top one. The orange numbers indicate the number of neurons in each layer.

x

x

x− δe2

x

x+ δe2

ψ1(x− δe2)

ψ1(x)

ψ1(x+ δe2)

mid
(
ψ1(x− δe2), ψ1(x), ψ1(x+ δe2)

)
=: ψ2(x)

ψ2(x)

d 3d 32 32W 3 1

ψ1,1 La,1 ψ2,1

ψ1,1 La,1 ψ2,1

ψ1,1 La,1 ψ2,1

ψ1,2 La,2 ψ2,2

mid

(b) An illustration of the network architecture implementing ψ2 = ψ2,2 ○La,2 ○ψ1,2 based
on ψ1 = ψ2,1 ○La,1 ○ψ1,1. The top architecture is in detail, while the bottom one is just a
sketch of the top one. The orange numbers indicate the number of neurons in each layer.

x

x

x− δe3

x

x+ δe3

ψ2(x− δe3)

ψ2(x)

ψ2(x+ δe3)

mid
(
ψ2(x− δe3), ψ2(x), ψ2(x+ δe3)

)
=: ψ3(x)

ψ3(x)

d 3d 33 33W 3 1

ψ1,2 La,2 ψ2,2

ψ1,2 La,2 ψ2,2

ψ1,2 La,2 ψ2,2

ψ1,3 La,3 ψ2,3

mid

(c) An illustration of the network architecture implementing ψ3 = ψ2,3 ○La,3 ○ψ1,3 based
on ψ2 = ψ2,2 ○La,2 ○ψ1,2. The top architecture is in detail, while the bottom one is just a
sketch of the top one. The orange numbers indicate the number of neurons in each layer.

Figure 3: Illustrations of the implementations of φ1, φ2, and φ3. The inductive imple-
mentations of φ4,⋯, φd are similar.
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2.4 Proof of Theorem 1.3

To simplify the proof of Theorem 1.3, we introduce two lemmas below. First, we need
to establish a lemma showing how to store many parameters in one intrinsic parameter
via a fixed network.

Lemma 2.3. Given any m,n ∈ N, there exists a vector-valued function φ ∶ R → Rn

realized by a ReLU network such that: For any ai ∈ [0,1) with 2mai ∈ N for i = 0,1,⋯, n,
there exists a real number v ∈ [0,1) such that

φ(v) = (a1, a2,⋯, an).

Next, we establish another lemma using a ReLU network to uniformly approximate
multiplication operation ψ(x, y) = xy well.

Lemma 2.4. For any M > 0 and η > 0, there exists a function ψη ∶ R2 → R realized by a
ReLU network such that

ψη(x, y)⇉ ψ(x, y) = xy on [−M,M]2 as η → 0+,

where ⇉ denotes the uniform convergence.

The proof of Lemma 2.3 is placed later in this section. Lemma 2.4 is just a direct
result of Lemma 4.2 of [25]. With Lemmas 2.3 and 2.4 in hand, we are ready to prove
Theorem 1.3.

Proof of Theorem 1.3. For any ε > 0, choose a large n = n(ε,α, λ) ∈ N+ such that

5λdα/22−αn ≤ ε/2.

Since f is a Hölder continuous function on [0,1]d of order α ∈ (0,1] with a Hölder constant
λ > 0, we have ωf(r) ≤ λrα for any r ≥ 0. By Theorem 1.2, there exist two functions
φ1 ∶ Rd → R3d and φ2 ∶ R3dn → R, implemented by f -independent ReLU networks, such
that

∥s(φ2 ○L ○φ1) + b − f∥L∞([0,1]d) ≤ ωf(
√
d2−n) + 2−n+2ωf(

√
d) ≤ 5λdα/22−αn ≤ ε/2, (2.3)

where s = 2ωf(
√
d) ≤ 2λdα/2, b = f(0)−ωf(

√
d), and L ∶ R3d → R3dn is a linear map given

by

L(y1,⋯, y3d) = (L0(y1),⋯,L0(y3d)) for any y = (y1,⋯, y3d) ∈ R3d ,

where L0 ∶ R → Rn is a linear map given by L0(t) = (a1t, a2t,⋯, ant) with a1, a2,⋯, an ∈
[0, 1

3) determined by f and n. Since a1, a2,⋯, an are repeated 3d times in the definition of
L, there are 3dn parameters in total. We will show how to store these 3dn parameters in
one intrinsic parameter v via an f -independent ReLU network as shown in the following
two steps.

• Regard a1, a2,⋯, an as inputs, but not parameters. See the difference in Figure 4.
Then, we only need to store a1, a2,⋯, an one time by copying them 3d times.
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• As stated in the proof of Theorem 1.2, a1, a2,⋯, an have finite binary representa-
tions. Then, we can store them in a key parameter v and use an f -independent
ReLU network to extract them from v.

The details of these two steps can be found below.

Step 1∶ Regard a1, a2,⋯, an as inputs and copy them 3d times.

Since a1, a2,⋯, an are regraded as inputs, the implementation of L0(t) = (a1t, a2t,⋯, ant)
requires multiplication operations. This means that we need to approximate ψ(x, y) = xy
well via an f -independent ReLU network. See Figure 4 for illustrations.

Denote a = (a1, a2,⋯, an) and

φ1(x) = (φ1,1(x), φ1,2(x), ⋯, φ1,3d(x)) for any x ∈ [0,1]d.

Then define
M ∶= 1 + sup{∣φ1,j(x)∣ ∶ x ∈ [0,1]d, j = 1,2,⋯,3d}.

By Lemma 2.4, there exists a function ψη ∶ R2 → R realized by a ReLU network such
that

ψη(x, y)⇉ ψ(x, y) = xy on [−M,M]2 as η → 0+.

t ait
ai · t

(a)

t

ai

ψη(ai, t)
η→0+

⇒ aitψη(·, ·)

(b)

Figure 4: Illustrations of two methods getting/approximating ait for i = 1,2,⋯, n and
t ∈ {φ1,j(x) ∶ x ∈ [0,1]d, j = 1,2,⋯,3d}. (a) By regarding ai as a parameter, one can
easily get the product of an input t and an parameter ai. (b) By regarding ai as an
input, one needs to use a ReLU network to approximate the multiplication operation for
approximating ait well.

Note that L and L0 depend on a = (a1, a2,⋯, an). For clarity, we denote La = L and
La,0 = L0. For any a1, a2,⋯, an ∈ [0, 1

3) ⊆ [−M,M] and

t ∈ {φ1,j(x) ∶ x ∈ [0,1]d, j = 1,2,⋯,3d} ⊆ [−M,M],

we can use
La,0,η(t) ∶= (ψη(a1, t), ψη(a2, t), ⋯, ψη(an, t))

to approximate

La,0(t) = (a1t, a2t,⋯, ant) = (ψ(a1, t), ψ(a2, t), ⋯, ψ(an, t)).

Then
La,η(y1,⋯, y3d) ∶= (La,0,η(y1), ⋯, La,0,η(y3d))
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can also approximate

La(y1,⋯, y3d) = (La,0(y1), ⋯, La,0(y3d))

well. Define φ̃η ∶ Rn+3d → R3dn and φ̃ ∶ Rn+3d → R3dn via

φ̃η(y,a) ∶= La,η(y1,⋯, y3d) for any a ∈ [0, 1
3)n and y = (y1,⋯, y3d) ∈ [−M,M]3d

and

φ̃(y,a) ∶= La(y1,⋯, y3d) for any a ∈ [0, 1
3)n and y = (y1,⋯, y3d) ∈ [−M,M]3d .

Since
ψη(x, y)⇉ ψ(x, y) = xy on [−M,M]2 as η → 0+,

it is easy to verify that

φ̃η(y,a)⇉ φ̃(y,a) for y ∈ [−M,M]3d and a ∈ [0, 1
3)n as η → 0+.

Note that φ1(x) ∈ [−M,M]3d for any x ∈ [0,1]d. Then,

φ2 ○ φ̃η(φ1(x),a)⇉ φ2 ○ φ̃(φ1(x),a) for x ∈ [0,1]d and a ∈ [0, 1
3)n as η → 0+.

The fact φ̃(y,a) = La(y) = L(y) implies φ2 ○ φ̃(φ1(x),a) = φ2 ○L ○φ1(x). Therefore,

φ2 ○ φ̃η(φ1(x),a)⇉ φ2 ○L ○φ1(x) for x ∈ [0,1]d and a ∈ [0, 1
3)n as η → 0+.

Choose a small η = η(n) > 0 such that

∣φ2 ○ φ̃η(φ1(x),a) − φ2 ○L ○φ1(x)∣ ≤ 2−n for any x ∈ [0,1]d and a ∈ [0, 1
3)n . (2.4)

Recall that ψη can be realized by an f -independent ReLU network. It is easy to

verify that φ̃η can also be realized by an f -independent ReLU network.

Step 2∶ Store a1, a2,⋯, an in a key parameter v.

As we can see from the proof of Theorem 1.2, ai ∈ [0, 1
3) with 2mai ∈ N for i =

1,2,⋯, n, where m = 2dn+1. That is,

ai ∈ {bin0.θ1⋯θm ∶ θ` ∈ {0,1}, ` = 1,2,⋯,m}.

Then, by Lemma 2.3, there exists a real number v ∈ [0,1) and a vector function φ0 ∶ R→
Rn implemented by a ReLU network independent of a1, a2,⋯, an such that

φ0(v) = (a1, a2,⋯, an) = a.

Next, we can define

φ(x, v) ∶= φ2 ○ φ̃η(φ1(x),φ0(v)) = φ2 ○ φ̃η(φ1(x),a)
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for any x ∈ [0,1]d and v ∈ [0,1).
Since the ReLU network realizing φ0 is independent of a1, a2,⋯, an, and hence inde-

pendent of f . Recall that φ1, φ2, and φ̃η can be implemented by f -independent ReLU
networks. Hence,

φ(x, v) = φ2 ○ φ̃η(φ1(x),φ0(v))

can also implemented by an f -independent ReLU network. It remains to estimate the
error. By Equations (2.3) and (2.4), we have

∣sφ(x, v) + b − f(x)∣ ≤ ∣sφ(x, v) + b − (sφ2 ○L ○φ1(x) + b)∣ + ∣sφ2 ○L ○φ1(x) + b − f(x)∣

≤ s∣φ(x, v) − φ2 ○L ○φ1(x)∣ + ε/2

≤ 2λdα/2∣φ2 ○ φ̃η(φ1(x),a) − φ2 ○L ○φ1(x)∣ + ε/2

≤ 2λdα/22−n + ε/2 ≤ 5λdα/22−αn + ε/2 ≤ ε/2 + ε/2 = ε.

So we finish the proof.

Finally, let us prove Lemma 2.3 to end this section.

Proof of Lemma 2.3. Since ai ∈ [0,1) with 2mai ∈ N for i = 1,2,⋯, n, ai can be repre-
sented as a binary form

ai = bin0.ai,1ai,2⋯ai,m.
Denote

v =
n

∑
i=1

2−m(i−1)ai = bin0. a1,1⋯a1,m

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
store a1

a2,1⋯a2,m

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
store a2

⋯ an,1⋯an,m
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

store an

,

which requires pretty high precision. It is easy to extract ai from v via the floor function
(⌊⋅⌋), i.e.,

ai = ⌊2miv⌋/2m − ⌊2m(i−1)v⌋ for i = 1,2,⋯, n.

Next, we need to use a ReLU network to replace the floor function. Let g ∶ R → R be
the continuous piecewise linear function with the following breakpoints:

(`, `) and (` + 1 − δ, `) for ` = 0,1,⋯,2mn − 1, where δ = 2−mn.

Clearly, g can be realized by a ReLU network independent of a1, a2,⋯, an. By defining

gi(t) ∶= g(2mit)/2m − g(2m(i−1)t) for i = 1,2,⋯, n and any t ∈ R,

we have
ai = g(2miv)/2m − g(2m(i−1)v) = gi(v) for i = 1,2,⋯, n.

Next, The target function φ can be defined via

φ(t) = (g1(t), g2(t), ⋯, gn(t)) for any t ∈ R.

Thus, we have

φ(v) = (g1(v), g2(v), ⋯, gn(v)) = (a1, a2,⋯, an).

and φ can be realized by a ReLU network independent of a1, a2,⋯, an. So we finish the
proof.
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3 Proof of Theorem 2.1

In this section, we first present the proof sketch of Theorem 2.1 in Section 3.1, and
then give the detailed proof in Section 3.2 based on Proposition 3.1, which will be proved
later in Section 3.3.

3.1 Sketch of proof

Before proving Theorem 2.1, let us present the key steps as follows.

1. Set K = 2n, divide [0,1]d into Kd cubes Qβ for β ∈ {0,1,⋯,K − 1}d and the trifling
region Ω([0,1]d,K, δ), and denote xβ as the vertex of Qβ with minimum ∥ ⋅ ∥1 norm
for each β. See Figure 5 for illustrations.

2. Design a ReLU sub-network to implement a function φ1 ∶ Rd → R, independent of f ,
projecting the whole Qβ to a number determined by β in {4j ∶ j = 1,2,⋯,Kd} for
each β.

3. Design a linear map L ∶ R→ Rn, given by L(t) = (a1t, a2t,⋯, ant), for later use, where
a1, a2,⋯, an are determined by f and n.

4. Design a ReLU sub-network to implement a function φ2 ∶ Rn → R, independent of f ,
such that φ2 ○L ○ φ1(x) ≈ f(xβ) for any x ∈ Qβ and each β ∈ {0,1,⋯,K − 1}d. Then
φ2 ○L ○ φ1 approximates f well outside of Ω([0,1]d,K, δ).

5. Estimate the approximation error of φ2 ○L ○ φ1 ≈ f .

0.00 0.25 0.50 0.75 1.00

δ

Q0

δ

Q1

δ

Q2 Q3

Ω([0, 1]d, K, δ) for K = 4, d = 1

Qβ for β ∈ {0, 1, 2, 3}
xβ for β ∈ {0, 1, 2, 3}

(a)

0.00 0.25 0.50 0.75 1.00
0.00

0.25

0.50

0.75

1.00

Q0,0 Q1,0 Q2,0 Q3,0

Q0,1 Q1,1 Q2,1 Q3,1

Q0,2 Q1,2 Q2,2 Q3,2

Q0,3 Q1,3 Q2,3 Q3,3

Ω([0, 1]d, K, δ) for K = 4, d = 2

Qβ for β ∈ {0, 1, 2, 3}2

xβ for β ∈ {0, 1, 2, 3}2

(b)

Figure 5: Illustrations of Ω([0,1]d,K, δ), Qβ and xβ for β ∈ {0,1,⋯,K − 1}d. (a)
K = 4, d = 1. (b) K = 4, d = 2.

As we shall see later, the constructions of φ1 and L are not difficult. The most
technical part is to design φ2 implemented by a ReLU network, which relies on the
following proposition.

Proposition 3.1. Given any J ∈ N+, there exists a function φ implemented by a ReLU
network with width 2 and depth 2J + 2 such that: For any θ1, θ2,⋯, θJ ∈ {0,1}, we have
φ(x) ∈ [0,1] for any x ∈ R and

φ(4ja) = θj for j = 1,2,⋯, J, where a =
J

∑
j=1

θj4
−j. (3.1)
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The proof of this proposition can be found in Section 3.3. We shall point out that
the function φ in this proposition is independent of θ1, θ2,⋯, θJ ∈ {0,1}.

3.2 Constructive proof

Now we are ready to give the detailed proof of Theorem 2.1.

Proof of Theorem 2.1. The proof consists of five steps.

Step 1∶ Set up.

Set K = 2n and let δ > 0 be a small number determined later. Then define xβ ∶=
β/K and divide [0,1]d into Kd cubes Qβ for β ∈ {0,1,⋯,K − 1}d and a small region
Ω([0,1]d,K, δ). Namely,

Qβ ∶= {x = (x1, x2,⋯, xd) ∶ xi ∈ [βiK ,
βi+1
K − δ] for i = 1,⋯, d},

for β = (β1, β2,⋯, βd) ∈ {0,1,⋯,K−1}d. Clearly, Ω([0,1]d,K, δ) = [0,1]d/(⋃β∈{0,1,⋯,K−1}d Qβ).
See Figure 5 for illustrations.

Step 2∶ Construct φ1.

Let g be a “step function” such that

• g( kK ) = g(k+1
K − δ) = k for k = 0,1,⋯,K − 1 and g(1) =K − 1.

• g is linear between any two adjacent points of

{ k
K ∶ k = 0,1,⋯,K} ∪ {k+1

K − δ ∶ k = 0,1,⋯,K − 1}.

Then, for any x = (x1,⋯, xd) ∈ Qβ and β = (β1,⋯, βd) ∈ {0,1,⋯,K − 1}d, we have

g(xi) = βi for i = 1,2,⋯, d.

Also, such a function g can be easily realized by a one-hidden-layer ReLU network with
width 2K.

Let h be a function satisfying h(j) = 4j for j = 1,2,⋯,Kd. Such a function h can be
easily realized by a one-hidden-layer ReLU network with width Kd. Then the desired
function φ1 ∶ Rd → R can be defined via

φ1(x) ∶= h(1 +
d

∑
i=1

g(xi)Ki−1) = h ○ %(g(x1),⋯, g(xd)) for any x = (x1,⋯, xd) ∈ Rd,

where % ∶ Rd → R is a linear function defined by

%(y) = 1 +
d

∑
i=1

yiK
i−1 for any y = (y1,⋯, yd) ∈ Rd.

Clearly, % is a bijection (one-to-one map) from β ∈ {0,1,⋯,K − 1}d to %(β) = 1 +
∑d
i=1 βiK

i−1 ∈ {1,2,⋯,Kd}.
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Then, for any x ∈ Qβ and β ∈ {0,1,⋯,K − 1}d, we have

φ1(x) = h ○ %(g(x1),⋯, g(xd)) = h ○ %(β1,⋯, βd) = 4%(β) = 41+∑d
i=1 βiK

i−1

. (3.2)

Apparently, φ1 is independent of f and it can be realized by a ReLU network with

≤ d(2K × 3 + 1) + (K + 1) + 3Kd + 1 ≤ 11Kd + 2 = 11 × 2dn + 2 ≤ 2dn+4

parameters.

Step 3∶ Construct L.

For each β ∈ {0,1,⋯,K−1}d, it follows from f(xβ) ∈ [0,1] that there exist ξβ,1,⋯, ξβ,n
such that

∣f(xβ) − bin0.ξβ,1⋯ξβ,n∣ ≤ 2−n. (3.3)

Given any j ∈ {1,2,⋯,Kd}, there exists a unique β ∈ {0,1,⋯,K − 1}d such that j =
1 +∑d

i=1 βiK
i−1 = %(β). Thus, for any ` ∈ {1,2,⋯, n}, we can define

θj,` ∶= ξβ,`, for j = %(β) and β ∈ {0,1,⋯,K − 1}d. (3.4)

Then the desired linear map L can be defined via

L(t) ∶= (a1t, a2t,⋯, ant) for any t ∈ R,

where a` = ∑Kd

j=1 θj,`4
−j for ` = 1,2,⋯, n. Clearly, for ` = 1,2,⋯, n, we have

a` =
Kd

∑
j=1

θj,`4
−j ∈ [0, 1

3)

and
2ma` = 22dn+1a` = 42dna` = 4K

d

a` ∈ N, where m = 2dn+1.

Step 4∶ Construct φ2.

Fix ` ∈ {1,2,⋯, n}, by Proposition 3.1 (set J =Kd and θj = θj,` therein), there exists
a function φ2,` implemented by a ReLU network with width 2 and depth 2Kd + 2 such
that φ2,`(t) ∈ [0,1] for any t ∈ R and

φ2,`(4ja`) = θj,` for j = 1,2,⋯,Kd, where a` =
Kd

∑
j=1

θj,`4
−j. (3.5)

Note that φ2,` is independent of θj,` for j = 1,2,⋯,Kd, so it is also independent of f .
Then the desired function φ2 ∶ Rn → R can be defined via

φ2(y) ∶=
n

∑
`=1

2−`φ2,`(y`) for any y = (y1,⋯, yn) ∈ Rn.

Then φ2(y) ∈ [0,1] for any y ∈ Rn and φ2 can be implemented by a ReLU network,
independent of f , with

≤ (6(2Kn + 2) + (2 + 1))n + n + 1 = 6n(2nd+1 + 2) + 4n + 1 ≤ 2nd+5n
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parameters.

Step 5∶ Estimate the approximation error.

It remains to estimate the approximation error. By Equations (3.2), (3.4), and
(3.5), for ` ∈ {1,2,⋯, n}, x ∈ Qβ, j = %(β) = 1 + ∑d

i=1 βiK
i−1 ∈ {1,2,⋯,Kd}, and β ∈

{0,1,⋯,K − 1}d, we have

φ2 ○L ○ φ1(x) = φ2 ○L ○ h ○ %(g(x1),⋯, g(xd)) = φ2 ○L ○ h ○ %(β)

= φ2 ○L(4%(β)) = φ2 ○L(4j) = φ2(4ja1,4
ja2,⋯,4jan)

=
n

∑
`=1

2−`φ2,`(4ja`) =
n

∑
`=1

2−`θj,` =
n

∑
`=1

2−`ξβ,`.

Then by Equation (3.3), for any x ∈ Qβ and β ∈ {0,1,⋯,K − 1}d, we get

∣f(x) − φ2 ○L ○ φ1(x)∣ = ∣f(x) − f(xβ)∣ + ∣f(xβ) − φ2 ○L ○ φ1(x)∣

≤ ωf(
√
d
K ) + ∣f(xβ) −

n

∑
`=1

2−`ξβ,`∣

≤ ωf(
√
d
K ) + ∣f(xβ) − bin0.ξβ,1⋯ξβ,n∣ ≤ ωf(

√
d2−n) + 2−n.

That is,

∣f(x) − φ2 ○L ○ φ1(x)∣ ≤ ωf(
√
d2−n) + 2−n for any x ∈ [0,1]d/Ω([0,1]d,K, δ).

Moreover, the fact φ2(y) ∈ [0,1] for any y ∈ Rn implies ∥φ2 ○ L ○ φ1∥L∞(Rd) ≤ 1. So we
finish the proof.

3.3 Proof of Proposition 3.1

Before proving Proposition 3.1, let us introduce a notation to simplify the proof. We
use Tm for m ∈ N+ to denote a “sawtooth” function satisfying the following conditions.

• Tm ∶ [0,2m]→ [0,1] is linear between any two adjacent integers of {0,1,⋯,2m}.

• Tm(2j) = 0 for j = 0,1,⋯,m and Tm(2j + 1) = 1 for j = 0,1,⋯,m − 1.
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1.0

T1

0 1 2 3 4

0.0

0.5

1.0

T2

0 1 2 3 4 5 6

0.0

0.5

1.0

T3

0 1 2 3 4 5 6 7 8

0.0

0.5

1.0

T4

Figure 6: Illustrations of teeth functions T1, T2, T3 and T4.

To simplify the proof of Proposition 3.1, we first introduce a lemma based on the
“sawtooth” function.
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Lemma 3.2. Given any J ∈ N+ and θj ∈ {0,1} for j = 1,2,⋯, J , set a = ∑J
j=1 θj4

−j. Then

T4J (4ja) ∈ [0,1/3] if θj = 0 and T4J (4ja) ∈ [2/3,1] if θj = 1, (3.6)

where T4J ∶ [0,2×4J]→ [0,1] is a “sawtooth” function with 4J “teeth” defined just above.

Proof. Fix j ∈ {1,2,⋯, J}, we have

4ja = 4j
J

∑
i=1

θi4
−i =

j−1

∑
i=1

θi4
j−i

´¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¶
= 4k for some k ∈ N with k ≤ 4J−1

3

+
0 or 1©
θj +

J

∑
i=j+1

θi4
j−i

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
∈ [0, 1

3
)

.
(3.7)

Clearly,

j−1

∑
i=1

θi4
j−i ∈ {4k ∶ k ∈ N, k ≤ 4J−1/3} and 0 ≤

J

∑
i=j+1

θi4
j−i ≤

J

∑
i=j+1

4j−i ≤ 1/3.

If θj = 0, then Equation (3.7) implies

4ja ∈ [4k,4k + 1/3] for some k ∈ N with k ≤ 4J−1/3 ≤ 4J − 1,

which implies T4J (4ja) ∈ [0,1/3].
Similarly, if θj = 1, then Equation (3.7) implies

4ja ∈ [4k + 1,4k + 1 + 1/3] for some k ∈ N with k ≤ 4J−1/3 ≤ 4J − 1,

which implies T4J (4ja) ∈ [2/3,1]. So we finish the proof.

It is worth mentioning that the “sawtooth” function Tm can be replaced by other
functions that also have a key property “the function values near even integers are much
larger than the ones near odd integers”.

With Lemma 3.2 in hand, we are ready to prove Proposition 3.1.

Proof of Proposition 3.1. By Lemma 3.2, we have

T4J (4ja) ∈ [0,1/3] if θj = 0 and T4J (4ja) ∈ [2/3,1] if θj = 1.

Define g(x) ∶= 3σ(x − 1/3) − 3σ(x − 2/3) for any x ∈ R, where σ is ReLU, i.e., σ(x) =
max{0, x}. See an illustration of g in Figure 7. Clearly,

g(x) = 0 if x ≤ 1/3 and g(x) = 1 if x ≥ 2/3.

Hence, φ ∶= g ○ T4J is the desired function. Obviously, φ(x) ∈ [0,1] for any x ∈ R.
To verify Equation (3.1), we fix j ∈ {1,2,⋯, J}. If θj = 0, then T4J (4ja) ∈ [0,1/3],
implying φ(4ja) = g ○ T4J (4ja) = 0 = θj. If θj = 1, then T4J (4ja) ∈ [2/3,1], implying
φ(4ja) = g ○ T4J (4ja) = 1 = θj.

It remains to show φ = g ○T4J can be realized by a ReLU network with the expected
width and depth. Clearly, T4J is a continuous piecewise linear function, which means
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Figure 7: Illustrations of g and h on [0,1].

it can be implemented by a one-hidden-layer ReLU network. To make our construction
more efficient, we introduce another method to implement φ.

Define h(x) ∶= 1 − 2σ(x − 1/2) − 2σ(1/2 − x) for any x ∈ [0,1]. See an illustration of
h in Figure 7. Then, it is easy to verify that T1(2x) = h(x) for any x ∈ [0,1] and h can
be implemented by a one-hidden-layer ReLU network with width 2. For any J ∈ N+, it
is easy to verify that

T4J (22J+1x) = h ○ h ○ ⋯ ○ h´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
2J+1 times

(x), for any x ∈ [0,1].

So, T4J limited on [0,2 × 4J] = [0,22J+1] can be realized by a ReLU network with width
2 and depth 2J + 1. It follows that φ = g ○ T4J can be implemented by a ReLU network
with width 2 and depth 2J + 2, which means we finish the proof.

4 Conclusion

This paper studies the approximation error of ReLU networks in terms of the number
of intrinsic parameters. Theorem 1.1 implies that, for any Hölder continuous function
on [0,1]d, a ReLU network with n + 2 intrinsic parameters can approximate f with an
error 5λdα/22−αn measured in the Lp-norm for p ∈ [1,∞), where α ∈ (0,1] and λ > 0 are
the Hölder order and constant, respectively. Moreover, such a result can be generalized
from the Lp-norm to the L∞-norm with a price of adding O(n) intrinsic parameters, as
shown in Theorem 1.2. Finally, we show in Theorem 1.3 that three intrinsic parameters
are enough to achieve an arbitrary error in the case of Hölder continuous functions,
though this result requires high precision to encode these three parameters on computers.
Remark that this paper only focuses on the approximation error characterized by the
number of intrinsic parameters, the study of the optimization error and generalization
error will be left as future work.
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